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The challenge

“The importance of joint analysis of observations from different facilities
and wavelengths, and of sophisticated archiving with associated
science platform tools, will grow dramatically over the next decade.”

The Astrophysics Division sees a common need in our overlapping
communities for:

e multi-archive analyses on large data sets (“big data”);
complex analyses that require a lot of compute (“big compute”);
collaboration tools and runnable examples for non-experts (“big
community”).
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The Fornax Initiative

Fornax is a NASA Astrophysics Archives effort to collaboratively create cloud systems, cloud software, and
cloud standards for the astronomical community.
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Fornax users: early career scientists without analysis experience; any scientist without adequate
computational facilities; any scientist wishing to analyse large amounts of data proximate to the compute in
the cloud; collaborators at different institutions wishing to share a computational environment; etc.
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The Fornax Initiative: Scientific Components

The astrophysics-specific elements required to enable science in the cloud, including Python notebooks
that demonstrate access to cloud-hosted NASA mission data, curated astrophysics software
environments, and cloud-native services to support common astronomy workflows.
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All these components can be used a /a carte:

Notebooks are portable.

Software is open source.

Software environments will be in public
container registries.

Data can be accessed from anywhere.
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The Fornax Initiative: Scientific Components

Python client for data search and retrieval: Under the hood:

e  Service layer returns multiple access options.

e Client layer selects the right access method for cloud
versus on-prem.

pyvo.utils.download file(record,’aws’)

Or partial FITS reads out of S3 in astropy:
Cloud-optimized large catalog cross matching
(collaboration with LINCC Frameworks) to enable

workflows like: # URI of a 213 MB FITS file hosted in a free Amazon S3 cloud storage bucket
uri = "s3://stpubdata/hst/public/j8pu/j8pudy010/j8puly0d10_drc.fits"

from astropy.io import fits

img = gaia # Download the primary header
.query(“pm > 10") with fits.open(uri) as hdul:
.crossmatch (th) # Download a single header
.Joint (ztf_ sources) header = hdul[1].header
.for each(varstar classify) 5 Dotnioad a siipls Isage
.query (“pRRLy > 0.95") mydata = hdul[1].data

.skymap ()

. . # Download a small cutout
hp.mollview (img)

myslice = hdul[2].section[10:12, 20:22]

See https://Isdb.readthedocs.io/. The entire 213 MB file is never downloaded. Only the

chunks you want are transferred.
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https://www.lsstcorporation.org/lincc/frameworks
https://lsdb.readthedocs.io/

The Fornax Initiative: Scientific Components
Notebooks demonstrating real science use cases:

)

o

File Edit View Run Kernel Git Tabs Settings Help

1 c M Terminal 2 X K& [" ML_AGNzoo.md X [ o
Markdown v & root* O

‘ Filter files by nam O\‘ top - 19:09:52 up 1:29, 0 users, load average: 4.99, 3.31, 1.48 TIPSt S IntrTFS)

Tasks: 17 total, 5 running, 12 sleeping, 0 stopped, @ zombie last = firstés -
™/ - /fornax-demo- %Cpu(s): 98.7 us, 1.2 sy, 0.0 ni, 0.1 id, 0.0 wa, 0.0 hi, 0.0 si, 0.0 st . S e et
notebooks / light_curves | MiB Mem : 15524.5 total, 1478.6 free, 2536.7 used, 11509.2 buff/cache N ”}tl‘jp{‘(’tw‘."u'zsgacg(f;]r?t'?"’Sfi;;'dat’"[r'“rSt'laStl' CfsiLines

S MiB Swap: 0.0 total, 0.0 free, 0.0 used. 12656.4 avail Mem plt-xlabeliniiime Wi, w, walli, sizex .
plt.ylabel(r'Normalized Flux (mean r band)',size=15) E-3
Name PID USER PR NI VIRT RES SHR S %CPU %MEM TIME+ COMMAND
W code_src 505 jovyan 20 0 2988488 558668 21396 R 99.7 3.5 4:29.73 python
506 jovyan 20 0 2992772 562952 21396 R 99.7 3.5 4:29.24 python .
™ data 508 jovyan 20 0 2931872 443452 21396 R 99.7 2.8 4:29.6 python 3) Learn the Manifold
S— 507 jovyan 20 @ 2984620 552616 21396 R 99.8 3.5 4:27.81 python
eutpd 7 jovyan 20 0 2477500 238088 29532 S 0.3 1.5 0:23.71 jupyterh+ Now we can train a UMAP with the processed data vectors above. Different
[ light_curve_classifier.md 177 jovyan 20 © 1486488 23740 16216 S 0.3 0.1 0:00.24 goofys ) ) - ) )
= : 197 jovyan 20 0 1410964 24004 16496 S 0.3 0.2 0:00.24 goofys choices for the number of neighbors, minimum distance and metric can be
[®] light_curve_generator.md 1 juvyan 20 0 2788 976 884 S 0.0 0.0 0:00.13 tini made and a parameter space can be explored. We show here our preferred
O] GNzoo.md g? ;gxg: ;g g i:ig;gg g;g; i;g;g 2 gg g; ggg%g gggg: combination given this data. We choose manhattan distance (also called the
" README.md 113 jovyan 20 0 1486744 22484 16212 S 0.0 0.1 0:00.25 goofys L1 distance) as it is optimal for the kind of grid we interpolated on, for
o . o cibssifi instance we want the distance to not change if there are observations
e ents-lc_classifier.txt = . . . Lo ) .
requiremen -Gasiert # multiband_photometry.md X  + missing. Another metric appropriate for our purpose in time domain analysis is
[ requirements.txt Code o & science_demo € Dynamic Time Warping (DTW), which is insensitive to a shift in time. This is
["] scale_up.md - helpful as we interpolate the observations onto a grid starting from time 0 and
when discussing variability we care less about when it happens and more
[¥]: # if results were previously saved to this location, load them about whether and how strong it happened. As the measurement of the DTW
’;ngrlnze-s?gﬁtiugj?isﬁ{tzgﬁiﬁuzovgﬁglisi-resum in parallel, an distance takes longer compared to the other metrics we show examples here
n . & with manhattan and only show one example exploring the parameter space
if os.path.exists(fname): including a DTW metric in the last cell of this notebook.
results = np.load(fname, allow_pickle=True)['results']
Ay plt.figure(figsize=(18,6))
P 1ti . : + Pool markersize=200
t;‘”:" tri":e ;?;z?)assmg BROEE 100 mapper = umap.UMAP(n_neighbors=50,min_dist=0.9,metric="manhattan',r
with open('output/output.log', 'w') as fp: fp.write('')
with Pool() as pool: -
results = pool.map(calculate_flux, paramlist) EraL ¢ plt:subpl?t(1,3,2) e
dtine = time.time() - 10 axl.set_title(r'mean brightness',size=20)
np. savez(fname, results=results) cf = axl.scatter(mapper.embedding_[:,0],mapper.embedding_[:,1],s=ma
SR SR sy olt.axis('off')
Simple 1 2 @ Terminal2 1 [\ |
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The Fornax Initiative: Support Services

A program of engagement with the astronomical community, including a Helpdesk and
training opportunities
Support Services

Documentation

User documentation under development at:
https://fornax-navo.qithub.io/fornax-documentation/ o

(We are working in an open source and transparent way

Workshops coming in the next few years to a meeting
near you.

Fornax Astrophysics Platform — PhysCOS session, HEAD 41 — Apr. 9, 2024



https://fornax-navo.github.io/fornax-documentation/

The Fornax Initiative: Science Console

A web-based application that users log into for access to cloud computing, data storage, and
interactive data analysis in JupyterLab.

Science Console

Compute
_ e Open sourcing whatever we
e Common infrastructure Notebook develop.
elements. Environment

e Deployable elsewhere,
e Collaborating with other Collaboration

platform projects.

o i.e.auniversity department
could deploy their own

e Using whatever already exists Fornax Science Console on
where possible. their own AWS account.

Open Source
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ConOps: Science User Overview-1

Fornax Science Console To
Perform Science From
Anywhere Via Web Browser

User () i User Accesses NASA’s
0

Web Access via Browser

Fornax Science Console

@NASA
Public side:
Info, Request Access
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ConOps: Science User Overview-1
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ConOps: Science User Overview-1
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ConOps: Science User Overview-1
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ConOps: Science User Overview-1
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ConQOps: Science User Overview-1
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ConQOps: Science User Overview-1
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ConQOps: Science User Overview-1
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Generalized archival analysis architecture:

Astronomers ‘
) Web Apps
External Apps

Clients Python

4

Application Program Interfaces (APIs)
Search/Retrieval Engines

Services

Archive files on premise
Archive databases on premise

Data Archive files on cloud
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Bottom line:

Astronomers ThlS WOrkﬂOW |S gettlng
e A more options using cloud
eb Apps .
. (Fornax Science Console) Computlng. Stay tuned for
Clionts External Apps how to facilitate your
(any VO-aware client) . .
¥ Python science with Fornax.
(astropy, astroquery, pyvo) >
@ Application Program https://pcos.gsfc.nasa.gov/
Interfaces (APIs)
o Search/Retrieval Engines Fornax/
(also to address cloud options)
Archive files on premise
Archive databases on premise
Data Archive files on cloud

_
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https://pcos.gsfc.nasa.gov/Fornax/
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Fornax architecture

Scientific Components

Science Console &
Core Infrastructure

Ul Layer
Documentation
Tutorial Notebooks

User Log-In
Account Management
User Dashboards

Application Layer
Client Libraries
Science Data Services

Fornax Platform Tools
JupyterLab Sessions

Compute Layer

Software Environments

Cloud Compute

Security|and Contrgls

Storage Layer
NASA Archive Data:
HEASARC, IRSA, MAST

User Data Storage
(Persistent and Scratch)
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Evolution of Data (Storage) Layer: Cloud Storage

Cloud Storage for Data Sets from Current & Planned Missions

All NASA Astrophysics Mission 30
Archives now have popular data sets
copied to the cloud

o HEASARC on AWS

o IRSA on AWS

o MAST on AWS
In the future, we will increase the
volume of data that is only served
from the cloud 2

25

20

15

Data Volume (PB)

10

2024 2025 2026 2027 2028 2028

\

B TESS mRoman Obs Euclid SPHEREx m ULTRASAT m NEO Surveyor

Data 21
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https://registry.opendata.aws/?search=managedBy:heasarc
https://registry.opendata.aws/?search=managedBy:irsa
https://registry.opendata.aws/?search=managedBy:stsci

Evolution of Data (Storage) Layer: File Formats

e Images stored as FITS files, as on prem
e Catalogs

O

On-prem databases currently serve
catalog data

In cloud, large catalogs will be served in
analysis-ready Parquet format (working
name: HiPSCat)

HiPSCat partitioning scheme to support
cross-matching currently being tested
across archives/missions

< (¢ @& parquet.apache.org Y » 0O 5 :

% Apache Parquet

Documentation Release Community © GitHub

Apache Parquet

Documentation ©

Apache Parquet is an open source, column-oriented data file format
designed for efficient data storage and retrieval. It provides efficient data
#3 compression and encoding schemes with enhanced performance to handle
complex data in bulk. Parquet is available in multiple languages including
Java, C++, Python, etc...

&

See talk by Mario Juric at IVOA interop
meeting May 2023

22
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https://wiki.ivoa.net/internal/IVOA/InterOpMay2023SciencePlatforms/IVOA-2023-Bologna-HiPSCat-6.pdf
https://wiki.ivoa.net/internal/IVOA/InterOpMay2023SciencePlatforms/IVOA-2023-Bologna-HiPSCat-6.pdf

Current State of Services Layer

The NASA Astrophysics Archives are part of the e Images: Simple Image Access (SIA)
NASA Astronomical Virtual Observatories e  Spectra: Simple Spectral Access (SSA)
(NAVO) and have adopted a uniform set of e Catalogs:

Application Program Interfaces (APIs) o  Simple Cone Search (SCS)
standardized by the International Virtual o  Table Access Protocol (TAP)
Observatory Alliance (|VOA)2 e  Data Products: ObsTAP and DataLink

Evolution of Services Layer: Support for cloud-hosted files

e All APIs and underlying data services must be updated
to provided on-prem and/or cloud pointers to data.

e New IVOA standards must be created to do this!

Services
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Evolution of Client Layer: Support for cloud-hosted files

PyVO
e an affiliated astropy package.

e lets you find and retrieve astronomical
data available from archives that support
standard IVOA service protocols.

e needs to be updated to include pointers to
data in the cloud.

Clients

Client libraries:

pyvo.utils.download file(record,’'aws’)

Under the hood:
e  Service layer returns multiple access options.
e Client layer selects the right access method for cloud
versus on-prem. (TBD)
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Evolution of Client Layer: Support for subsets of cloud-hosted FITS

It's common to only need a portion of a large
FITS file.

Downloading an entire FITS file can take a long
time, and can also run into memory limitations.
Modifications were made to popular astronomy
Python package astropy to provide an API that
will work the same whatever the storage
backend.

@Astﬁrg py

i .

Clients

from astropy.io import fits

# URI of a 213 MB FITS file hosted in a free Amazon S3 cloud storage bucket
uri = "s3://stpubdata/hst/public/j8pu/j8pudy®10/j8pudy010_drc.fits"

# Download the primary header
with fits.open(uri) as hdul:

# Download a single header
header = hdul[1].header

# Download a single image
mydata = hdul[1].data

# Download a small cutout
myslice = hdul[2].section[10:12, 20:22]

The entire 213 MB file is never downloaded.
Only the chunks you want are transferred.

25
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Evolution of Client Layer: support for large catalogs in Parquet format

T LSDB: Python Analytics for HiPSCat

[VOA interop

meeting May LSDB: Large Survey Database
2023 img = gaia

- ; o .query(“pm > 10")
Enable Pandas-like analysis on trillions of _crossmatch (ztf)

observations with thousands of cores .join(ztf_sources)

.for_each(varstar_classify)
.query(“pRRLY > 0.95")
Full HIiPSCat awareness: spatial queries, cross- .skymap ()

matching, timeseries, multi-dataset joining.

Build on existing tools: Dask (looking at Ray).

hp.mollview(img)

Very much in pre-alpha/prototype phase; expect
usable alphas in the next few weeks

LSDB target APIs: The API center science. Multi-

processing, autoscaling, fail-over, etc. are all
Wyatt et al. (2023) implicit. Good user experience.
https://github.com/astronomy-commons/Isdb
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https://wiki.ivoa.net/internal/IVOA/InterOpMay2023SciencePlatforms/IVOA-2023-Bologna-HiPSCat-6.pdf
https://wiki.ivoa.net/internal/IVOA/InterOpMay2023SciencePlatforms/IVOA-2023-Bologna-HiPSCat-6.pdf
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